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Abstract: The goal of this work is to examine the performance of some classification methods under varying partitioning 

ratio for the training and test samples and the determine the best partitioning ratio for each of the classifiers. Classification 

methods such as Logistic regression, Linear Discriminant Analysis, K-Nearest Neighborhood and Glmnet were considered 

for train: test ratio ranging from 50:50 to 90: 10 respectively. Performance assessment relies on indicators such as Correct 

Classification Rate (CCR), Sensitivity, Specificity, Area Under the Curve (AUC) and Precision. The results of the analysis 

revealed that the performance improve as the percentage of training dataset increases across the classifiers though with 

some inconsistencies in performance rating. The performance indicators show that Glmnet outperformed other classifiers 

while k-NN shows the weakest performance. The Binary Logistic Regression (BLR) outperformed the Glmnet and others for 

training samples of 60%,70% and 80% for some indicators and clearly across all indicators at 80% and 90% training 

samples. However, k-NN showed high precision and specificity when the training proportion is 70% with other indicators 
showing a weak performance. 
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1.0 Introduction 

Artificial intelligence as area of study consists of machine learning component that provides veritable 

approaches which focus on developing algorithms that learn from data and make predictions based on available 

information (Sarker, 2021; Ahmed, Mohamed, Zeeshan, & Dong,2020). Rudin et al. (2022) posited that 

machine learning rests on statistical principles and techniques to identify patterns and relationships within 

datasets. The prominent categories include unsupervised and supervised learning algorithms. Naeem, Ali,Anam 

and Ahmed(2023) asserted that unsupervised learning algorithms interact with unlabeled data to discover 

patterns or groupings without prior knowledge of outcomes. Nanga et al. (2021) highlighted that unsupervised 

technique is suitable for clustering similar items and dimensional reduction. Supervised learning algorithms are 

trained on labeled datasets where the input and output are known (Mahesh, 2020; Sen, Hajra, & Ghosh, 2020; 

Suyal, & Goyal, 2022). The procedure for supervised learning algorithms makes it suitable for regression and 

classification tasks. Neu, Lahann, and Fettke, (2022) opined that the goal of regression is to predict continuous 

values while classification is concerned with identification of specific group for each unit. Classification 

methods in machine learning are essential techniques used to categorize data into predefined classes based on 

input features (Chen, Dewi, Huang, & Caraka, (2020). The principal objective of classification is to assign a 

categorical label to input data (Sen, Hajra, & Ghosh, 2020; Dahouda, & Joe,2021). Various classification 

algorithms exist, each with unique strengths and applications. Common methods include Binary logistic 

regression(BLR), Linear discriminant analysis(LDA), K-Nearest Neighbor (k-NN) and Regularized Binary 

Logistics.  

Binary logistic regression is a statistical method used to model the relationship between a set predictors and 

response variable which can take dichotomous outcomes (Harris, 2021; Srimaneekarn, Hayter, Liu, & 

Tantipoj,2022). Gomila (2021) posited that binary logistic regression is a generalized version of linear model 

that predicts the probability of a binary outcome on the basis of one or more predictor variables. The binary 

logistic regression differs with linear regression which predicts continuous outcomes by estimating the odds of 

the dependent variable being in one category versus another (Schober & Vetter,2021; Halvorson, McCabe, Kim, 

Cao, & King, 2022). Saha (2020) posited that the logistic regression model uses the logistic function to 

transform its output into a probability. Rahim et al. (2023) adopted binary logistic regression on dental study to 
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evaluate factors influencing hyperglycemia. Moulaei, Sharifi, Bahaadinbeigy, Haghdoost, and Nasiri, (2023) 

established binary logistic regression proved effective in identifying significant factors associated with hepatitis. 

Linear Discriminant Analysis (LDA) is a classification and dimensionality reduction method often used in 

supervised machine learning (Ali, Hussain, & Abd,2020; Fabiyi, Murray, Zabalza, & Ren, 2021).  It aims to find 

a linear combination of features that best separates multiple classes. Zhao, Zhang, Yang, Zhou and Xu (2024) 

posited that linear discriminant analysis operates under the assumption of multivariate normality and equal 

covariance among classes making it effective for problems where these conditions are satisfied. This technique 

is closely related to Fisher's linear discriminant which focuses on maximizing the distance between class means 

while minimizing variance within each class. Wahid et al. (2022) pointed out that a major drawback for linear 

discrimant analysis is its ineffectiveness on small dataset. Tang, Chen and Li (2021) asserted that linear 

discriminant analysis is capable of adjusting for matching and covariates. 

K-Nearest Neighbor (k-NN) is another supervised learning algorithm that performs both classification and 

regression tasks (Boateng, Otoo & Abaye,2020; Bansal, Goyal & Choudhary 2022). It operates on the principle 

of proximity to determine the category a new data point based on the classes of its nearest neighbors in the 

feature space. The k-NN algorithm classifies a new data point by examining the 'k' closest points in the training 

dataset based on certain metrics (Grover, & Toghi, 2020; Uddin, Haque Lu, Moni & Gide, 2022). Yang and 

Sung (2023) observed that identification of the k nearest neighbors gives the algorithm insight to adopt voting 

mechanism for classification by assigning new data to closest class.  

Regularized binary logistic regression is an extension of binary logistic regression that incorporates a penalty 

function to avoid the possible problem of overfitting and improve model generalization (Tian & Zhang, 2022 ; 

Wang & Thrampoulidis, 2022).Chan et al.(2022) emphasized that the method of regularization of the model is 

particularly useful when dealing with high-dimensional datasets where the number of predictors exceeds the 

number of observations or when multicollinearity among predictors is present. Bukhari et al. (2022) mentioned 

that regularization involves inclusion of a penalty term to the logistic regression loss function to cater for 

problem of overfitting. A common way of incorporating the penalty function is through addition of absolute 

values of the coefficients as a penalty term or/and addition of the squared values of the coefficients as a penalty 

term (Seng & Li, 2022; McDonald & Wang,2024).  

Algan and Ulusoy (2021) posited that the quality and quantity of data plays a prominent function in 

classification tasks. Issues of size of data in terms sample size and dimensionality continue to pose challenges in 

machine learning. Data partitioning is a crucial step in the machine learning involving division of a dataset into 

distinct subsets for training, validation and testing. Data partition is a technique often used to optimize 

information from a given dataset (Mahmud, Huang, Salloum, Emara & Sadatdiynov,2020; Joseph & Vakayil, 

2022). This process ensures that models are trained on one portion of the data and tested on different subset. 

Oymak, Li, & Soltanolkotabi (2021). highlighted that the process of data partition is capable of preventing 

overfitting and guarantee adequate generalization. 

The focus of this study is to examine the performance of some classification techniques under varying 

partitioning ratio. The rest of this paper is arranged as follow; section 2.0 deals with methodology,3.0 deals with 

results and discussions, 4.0 presents the conclusions for the study and 5.0 is on recommendation  

2.0 Methodology 

Two datasets namely the heart disease and diabetes data obtained from UCI Machine Learning Repository are 

used for this study. The heart disease dataset consists of 303 samples with 13 attributes with 165 units with heart 

disease and 138 units without heart disease. The diabetes dataset consists of 768 samples with 9 attributes with 

500 positive and 268 negative cases. 

In this study, four classification methods are considered namely Binary Logistic Regression (BLR), Linear 

Discriminant Analysis (LDA), K-Nearest Neighbors (k-NN) and Regularized Binary Logistics (Glmnet). The 

performance of the classification methods is examined on the basis of some indicators. The performance indices 

used for this study include Correct Classification Rate (CCR), Sensitivity (SEN), Specificity (SPEC), Precision 

(PREC), Area Under Curve (AUC), and Balanced Accuracy (BA).  

Let TP be the true positive, TN be true negative, FN be false negative and FP be the false positive rates. The 

estimates of the performance indices can be obtained as follows; 

CCR =
TP+TN

TN+TP+FN+FP
                                         

SEN =
TP

TP+FN
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SPEC =
TN

TN+FP
    

BA =
SEN+SPEC

2
                     

Precision =
TP

TP+FP
     

 

3.0 Result and Discussions  

The results presented in Table 1 and Table 2 provide a detailed analysis of the performance of various classifiers 

(Binary Logistic Regression (BLR), Linear Discriminant Analysis (LDA), K-Nearest Neighbors (k-NN), and 

Glmnet) across different data partitioning strategies (50:50, 60:40, 70:30, 80:20, and 90:10). The performance 

metrics evaluated include Correct Classification Rate (CCR), Sensitivity (SEN), Specificity (SPEC), Precision 

(PREC), Area Under Curve (AUC), and Balanced Accuracy (BA). 

Table 1 shows the results of analysis for the classification methods under the partitioning ratio. For 50:50 split 

BLR achieves a CCR of 0.8212, with high sensitivity 0.9024 but lower specificity 0.7246. This indicates that 

while it is good at identifying positive cases, it misclassifies a significant number of negative cases. LDA 

performs similarly to BLR with a CCR of 0.8146 showing comparable sensitivity but slightly lower specificity. 

k-NN shows poor performance with a CCR of 0.649 indicating it struggles significantly with this dataset. 

Glmnet matches LDA's performance with a CCR of 0.8146 demonstrating its effectiveness. 60:40 Split 

Performance improves across all classifiers as more data is allocated for training. BLR and LDA both achieve a 

CCR of 0.8347, with BLR showing slightly better sensitivity 0.9242 compared to LDA 0.9394.k-NN continues 

to underperform, with a CCR dropping to 0.6116, indicating that it may not be suitable for this dataset. Glmnet 

also shows improvement with a CCR of 0.8278 maintaining strong sensitivity. 

Table 1: results of classification methods on heart diseases data 

Partitioning Algorithm Classifiers CCR SEN SPEC PREC AUC BA 

50:50 BLR 0.8212 0.9024 0.7246 0.7957 0.8916 0.8135 

 LDA 0.8146 0.9024 0.7101 0.7872 0.8905 0.8062 

 k-NN 0.649 0.6829 0.6087 0.6746 0.6887 0.6458 

 Glmnet 0.8146 0.9024 0.7101 0.7872 0.8989 0.8062 

60:40 BLR 0.8347 0.9242 0.7273 0.8026 0.9137 0.8257 

 LDA 0.8347 0.9394 0.7091 0.7948 0.9099 0.8242 

 k-NN 0.6116 0.5596 0.6818 0.6338 0.6155 0.6045 

 Glmnet 0.8278 0.9268 0.7101 0.7917 0.9132 0.8185 

70:30 BLR 0.8444 0.9184 0.7561 0.8181 0.9203 0.8372 

 LDA 0.8444 0.9388 0.7317 0.8070 0.9193 0.8352 

 k-NN 0.6111 0.7143 0.4878 0.6250 0.6444 0.6010 

 Glmnet 0.8444 0.9184 0.7561 0.8181 0.9263 0.8372 

80:20 BLR 0.8500 0.9697 0.7037 0.8000 0.9226 0.8367 

 LDA 0.8333 0.9697 0.6667 0.7804 0.9292 0.8181 

 k-NN 0.5833 0.6970 0.4444 0.6053 0.5959 0.5707 

 Glmnet 0.8333 0.9697 0.6667 0.7805 0.9270 0.8181 

90:10 BLR 0.8621 1.0000 0.6923 0.8000 0.9038 0.8461 

 LDA 0.8621 1.0000 0.6923 0.8000 0.9038 0.8462 

 k-NN 0.5862 0.7500 0.3846 0.6000 0.6226 0.5673 

 Glmnet 0.8276 1.0000 0.6154 0.7619 0.9182 0.8076 
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Note: BLR (Binary Logistic Regression); LDA (Linear Discriminant Analysis); k-NN (K-Nearest Neighbor); 

and Glmnet (Regularized Binary Logistic Regression). 

70:30 split further improvements are observed, particularly for BLR and LDA, both achieving a CCR of 0. 

8444.Sensitivity remains high for both models, but k-NN continues to struggle with a CCR of only 0.6111, 

highlighting its limitations in this scenario.80:20 Split BLR reaches its highest CCR so far at 0.8500, with 

perfect sensitivity 0.9697 but lower specificity 0.7037. This indicates that it is highly proficient at detecting 

positive cases but may still misclassify some negatives. LDA maintains strong performance with a CCR of 

0.8333 while k-NN drops further to 0.5833 indicating persistent issues.90:10 Split at this split, both BLR and 

LDA achieve the highest CCR of 0.8621, along with perfect sensitivity 1.0000. This indicates that they can 

accurately identify all positive cases in this scenario. However, k-NN continues to perform poorly with a CCR 

of only 0.5862, showing that it is not well-suited for this dataset. 

The result in table 2 shows that 50:50 Split BLR achieves a CCR of 0.75, with a sensitivity of 0.5896, indicating 

it identifies about 59% of actual positive cases. Its specificity is relatively high at 0.8360 suggesting it 

effectively identifies negative cases. LDA has a slightly lower CCR of 0.7552 with sensitivity at 0.5671 and 

specificity at 0.8560. This indicates that LDA is also effective at identifying negatives but less so for positives 

compared to BLR. 

Table 2: results of classification methods on diabetes data 

Partitioning Algorithm Classifiers CCR SEN SPEC PREC AUC BA 

50:50 BLR 0.75 0.5896 0.8360 0.6583 0.8114 0.7127 

 LDA 0.7552 0.5671 0.8560 0.6785 0.8126 0.8062 

 k-NN 0.6979 0.5298 0.7880 0.5725 0.7676 0.6589 

 Glmnet 0.8278 0.9268 0.7101 0.7916 0.8160 0.8184 

60:40 BLR 0.7687 0.5794 0.8700 0.7045 0.8409 0.7247 

 LDA 0.759 0.5607 0.8650 0.6896 0.8401 0.7128 

 k-NN 0.7296 0.6355 0.7800 0.6071 0.7959 0.7077 

 Glmnet 0.7655 0.5233 0.8950 0.7272 0.8407 0.7091 

70:30 BLR 0.5739 0.3375 0.7000 0.3750 0.5576 0.5187 

 LDA 0.5522 0.3250 0.6733 0.3466 0.5567 0.4991 

 k-NN 0.6435 0.2000 0.8800 0.4705 0.5568 0.5400 

 Glmnet 0.5609 0.2625 0.7200 0.3333 0.5490 0.4913 

80:20 BLR 0.7582 0.5660 0.8600 0.6818 0.8437 0.7130 

 LDA 0.7582 0.5471 0.8700 0.6904 0.8432 0.7085 

 k-NN 0.7124 0.5660 0.7900 0.5882 0.7888 0.6780 

 Glmnet 0.7712 0.5094 0.9100 0.7500 0.8575 0.7097 

90:10 BLR 0.8289 0.7692 0.8600 0.7407 0.8830 0.8146 

 LDA 0.8289 0.7692 0.8600 0.7407 0.8808 0.8146 

 k-NN 0.7105 0.6923 0.7200 0.5625 0.8073 0.7062 

 Glmnet 0.8276 1.000 0.6153 0.7619 0.8800 0.8077 

Note: BLR (Binary Logistic Regression); LDA (Linear Discriminant Analysis); k-NN (K-Nearest Neighbor); 

and Glmnet (Regularized Binary Logistic Regression). 

k-NN shows a CCR of 0.6979, with low sensitivity 0.5298 and relatively high specificity 0.7880. This suggests 

that while it can identify some negatives, it struggles significantly with positives. Glmnet performs best in this 

partitioning with a CCR of 0.8278 high sensitivity 0.9268 and specificity 0.7101. This indicates Glmnet is very 
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effective at identifying positive cases. 60:40 SplitPerformance improves for most classifiers as more data is 

allocated for training. BLR achieves a CCR of 0.7687, with sensitivity slightly decreasing to 0.5794 but 

specificity improves to 0.8700.LDA maintains a similar trend with a CCR of 0.759, showing slight 

improvements in specificity 0.8650 but lower sensitivity 0.5607.k-NN shows improvement in sensitivity 0.6355 

but remains lower in overall performance with a CCR of  0.7296.Glmnet’s performance drops slightly with a 

CCR of 0.7655 but its specificity increases significantly to 0.8950  indicating better identification of negative 

cases. 70:30 Split a notable decline in performance is observed across all classifiers, particularly for BLR and 

LDA. BLR drops to a CCR of 0.5739 with very low sensitivity 0.3375 and moderate specificity 0.7000. LDA 

also declines to a CCR of 0.5522 with sensitivity dropping further to 0.3250. k-NN shows some improvement in 

CCR 0.6435 but very low sensitivity 0. 2000.Glmnet performs poorly as well, with a CCR of only 0.5609 and 

low sensitivity 0.2625.80:20 Split Performance improves again for most classifiers. Both BLR and LDA achieve 

the same CCR of 0.7582, maintaining moderate sensitivity and high specificity. k-NN shows slight 

improvement with a CCR of 0.7124 indicating better overall performance than previous splits. Glmnet achieves 

the highest CCR at this split with 0.7712, although its sensitivity remains low at 0.5094.90:10 split at this 

partitioning, both BLR and LDA achieve the highest CCR of 0.8289, along with high sensitivity 0.7692 and 

good specificity 0.8600. This indicates that they are effective at identifying both classes in this scenario.k-NN 

performs reasonably well compared to earlier splits, achieving a CCR of 0.7105  but still has lower sensitivity 

compared to BLR and LDA. Glmnet maintains strong performance with a CCR of 0.8276, achieving perfect 

sensitivity 1.000 but lower specificity 0.6153. 

4.0 Conclusions  

The analysis of the heart disease dataset reveals that both Binary Logistic Regression (BLR) and Linear 

Discriminant Analysis (LDA) are effective classifiers, particularly as the training data proportion increases. 

These classifiers consistently outperform K-Nearest Neighbors (k-NN), which struggles across all partition 

ratios, indicating its unsuitability for this classification task. The high sensitivity of BLR and LDA highlights 

their effectiveness in identifying positive cases. In the diabetes dataset analysis, Glmnet also performs well 

across various data partitioning strategies, excelling in sensitivity, while k-NN continues to underperform. 

Notably, a decline in performance metrics at the 70:30 split suggests that model effectiveness is sensitive to the 

training-test data ratio, underscoring the importance of sufficient training data for optimal model learning. 

Overall, BLR and LDA demonstrate strong classification capabilities, especially with larger datasets (80:20 and 

90:10 splits). The findings stress the importance of selecting appropriate classifiers based on dataset 

characteristics and partitioning strategies to enhance predictive accuracy in health-related classification tasks 

particularly in contexts with potential class imbalances. 

5.0 Recommendations 

BLR and LDA demonstrated strong performance particularly with larger training datasets (80:20 and 90:10 

splits) it is recommended to prioritize BLR and LDA for classification tasks in health-related datasets making 

the methods suitable for critical applications such as disease diagnosis. The consistent underperformance of k-

NN across various partition ratios indicates that it may not be suitable for these classification tasks. It is 

advisable to limit its use in favour of more robust classifiers like BLR and LDA. The study also revealed the 

relevance of adequate training data for model effectiveness. It is recommended to experiment with different data 

partitioning strategies to allocate sufficient data for training to enhance model learning and 

predictive accuracy. Also, in health-related classification tasks, where class imbalances can skew results, it is 

essential to implement techniques such as stratified sampling or synthetic data generation to ensure that minority 

classes are adequately represented during model training. 
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